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Sensor node detection from mid-air-images

A. Renken', N. Najeeb?, T. Craig®

Index Terms— Hough Transform, Color filter, UAV.

Abstract - This paper describes techniques developed to detect a sensor node in a picture taken from a drone in mid
air. Optimal operating conditions where the algorithm succeeds were identified. Operating conditions include lighting

characteristics, node occlusion and tilt. Robotic flight was implemented to maintain accurate navigation and altitude.

1 INTRODUCTION

When deploying a sensor network one major issue is

keeping the network alive, or prolonging the age of a net-

work. Powering the individual nodes is sometimes time
consuming and a dangerous task if the sensors are located
at hard to reach places as seen in Fig. 1. Deploying a robot

to do the job of charging a sensor is both faster and safer.

The problem of actually locating the sensor is a challenge. Fig. 1. Asensor node under a bridge being maintained.
Being able to identify the sensor node from images will prove very helpful in assisting the robot to reach its destination
and achieve its task. Identifying the node based on its robust features and unique qualities compared to its surround-
ings is the approach we chose to investigate in our work. Our goal is to identify the node Fig. 2 and determining our
level of accuracy, and also be able to identify the node within a range of lighting conditions. The node may also be par-
tially occluded, but it should still be identifiable within reasonable conditions, for example a 10% occlusion should not
prevent us from identifying the node.We investi-
gated identifying the node even when it is not
normal to the camera lens, and determine the

maximum angle off normal where the node was

still identifiable by the algorithm.
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Fig. 2. Sensor node used in our project side and top view.
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2 RELATED WORK

Our problem is recognizing a specific object in an image. Since we already know the shape of our node, and all
our nodes share a similar general shape, we could apply any of the object recognition algorithms covered in class
[1]. We used Hough transform to look for circles along with a color filter to help isolate the color band applicable
to the node.
The Hough transform takes a grid of parameter values and then each point votes for a set of parameters, incrementing
those values across the grid [1]. The maximum and local maxima are then found in the grid. This concept is usually
used to find lines or features, but can be extended to finding circles. The parameters that define a circle are the center
and the radius. The equation of a circle is:

(x—X)+(—Y)>—1r2=0 1)
where X_0 is the X value of the center coordinate and Y_0
is the Y value of the center coordinate. The radius of the
circle is defined by r. Knowing the equation of the circle
allows the program to scan through the points in the im-
age and identify circles using the process explained for
finding lines or features.
Our work was done in conjunction with NIMBUS (Ne-

braska Intelligent MoBile Unmanned Systems) Lab at the

University of Nebraska - Lincoln. The NIMBUS Lab is an Fig. 3. Demonstration of top down wireless power transfer.

exciting place where the latest research and technology in software and systems engineering, robotics, and sensor net-
works converges to develop more capable and dependable UAVs (Unmanned Aerial Vehicles).[2] . In their wireless
power transfer project, the NIMBUS Lab uses a
sensor node seen in Fig. 2 as the receiver of
wireless power transfer [4]. This has been
shown to work experimentally with other
drones equipped with an inductance coil.

These experiments can be seen in Fig. 3 and

Fig. 4 GPS (Global Positioning System) is used

Fig. 4. Demonstration of bottom up wireless power transfer.
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to assist the UAV in identifying the location of the node. This becomes problematic when more precise alignment is
needed or when the node drifts for example, due to natu-

ral environment like soil erosion, wind, or animals.

3 PROBLEM DEFINITION

A UAV or drone will be flying close to the sensor node m

(node) and capturing images. The drone used to capture

the images for this project is an AR Parrot Drone taking Fig. 5. Node in normal lighting in no cluter scene.
pictures at a resolution of 640 by 360 pixels with a frame rate of 28 frames per second. Our program attempts to identi-
fy the node in the image. Fig. 5 and Fig. 6 shows two different node images a UAV captured from mid-air, with the
node located in different environments for each image. The images of the nodes include some blurring due to flight
vibration. The nodes are 11.6 centimeters by 11.6 centi-
meters by 10.5 centimeters. They have different colors,
but both have portions in the red spectrum. They also
have an inductance coil with a diameter of 8.2 centime-

ters. The nodes overall shape from a top view and the

induction coil provides two circles of similar diameter to

Fig. 6. Node in cluttered environment. detect. These can be seen in Fig. 7.
The ability to identify the node in different lighting condition, partial occlutiom, and when it is at an angle are also
problems that our algorithm attempts to address. The algorithm takes still images as input and reports the location of
the node in the image by giving the virtual center of the node, and the radius. Having a UAV that could locate the
node using visual input alone enables prolonging the life of a sensor network even when GPS cannot provide an accu-
rate node location. This is critical to the prolonged life of
a network because civilian GPS is only accurate within a e
ten foot radius at best. Natural and man-made obstruc-
tions can obscure the GPS satellites from view, adversely

affecting the accuracy of GPS. These obstructions can be

anything from trees to bridge overhangs. Visual identifi-

cation also enables a sensor network to have some level of

Fig. 7. Node overall shape and diameters.
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mobility while still being tracked and identified. Due to time limitations we reduced the amount of possible noise
compared to a real world deployment, and also be limited to two different nodes. Our first attempts used a sensor
node in a setting by itself, then we started adding other objects to the scene. We also made sure the node is always in
the captured image. This could be guaranteed in a real world situation by have the UAV directed to the vicinity of the
node via GPS. We will also start with a fixed known altitude the UAV is hovering over the node. The altitude and
location of the drone used was tracked using a VICON camera system. Knowing the altitude in outdoor environments
is a good assumption as the drone has an ultrasonic sensor on the
bottom of it, allowing it to track its altitude.

Several restrictions were placed on the images processed by the
algorithm. This includes one, and only one, node being in each

image. Other restrictions include the node being within 30 de-

grees of normal to the drone and obscured less than 50%. These ] ) o N
Fig. 8. Node in darker lighting conditions.

maximum values were determined through experimentation.

4 OBJECTIVES
We had three objectives:

a- Finding the node under different settings.
b- Still being able to identify a partially occluded node.

c- Still being able to identify a tilted node.

Lighting throughout the year will change as the Sun’s
Fig. 9. Paritally Occluded node in simulated environment.

relative position changes. Lighting also changes with time of

day and cloud coverage. Fig. 8 shows the node in a dimmer light environment. This will make detection in different
lighting crucial to finding the node as lighting cannot be controlled outdoors. Changing light will make the color of
the node appear slightly differently. The Sun will also
slowly fade the color of the node. The node could be the
only thing in a surrounding environment, such as under
a bridge. The node may also be surrounded by other ob-

jects, such as under a tree. This means that the algorithm

must be able to detect the node in many different types of

lighting and with differing amounts of clutter. Detection

Fig. 10. Partially occluded node man-made obsticles.
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with clutter is vital, as the algorithm must be able to distinguish between the node and objects with similar properties.
In situations where there is clutter around the node, the clutter may also partially occlude the node. The node may not
look like a circle if it is partially occluded as seen in Fig. 9 and Fig. 10. This presents a unique challenge of finding an
arc with an unknown angle. This will probably occur when the node is deployed outdoors due to the environment. In
nature, leaves blowing around, branches growing, and other natural events may partially cover the node.

The node may not alway appear as a circle or portion of a circle. If the node angular position is tilted, it will no longer
appear as a flat circle but more elliptical. It is beneficial when the algorithm can tolerate a certain amount of angular
movement of the sensor. Especially, since the UAYV is still be able to transfer power or data to and from the node even

when the node is not aligned with UAV camera normal.

5 APPROACH

The radius of the node is needed to optimize the Hough transform algorithm. This radius can be determined based on

the radius height equation:

r = —38.562h + 80.466 2
where h is the altitude of the drone in meters and r is the Radius Detector
radius of the of the node in pixels. The equation was de- 80
70 $ y = -38.562x + 80.466
rived based on the line of best fit generated by the set of = 60 v R*=0.91852
X 50
a
points shown in Fig. 11. To find the different radii, the T 40 \}
B 30
-4
drone was programmed to fly with the aid of VICON cam- 20 \27
10
era tracking system at different altitudes. The camera sys- 0
0 02 04 06 08 1 12 14 16
tem allowed for precise altitudes determination. A sample Helght(meters)
of a low altitude and high altitude image can be seen in Fig. 12 Fig. 11. Experimental results of radius vs height.

and Fig. 13 respectively. The videos captured during this flight at different heights were then brought into MATLAB,

\

®

Fig. 12. Node as seen from altitude 0.6 meters. Fig. 13. Node as seen from altitude 1.6 meters.
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where the radii were found using the imtool function. This data was then plotted in Excel and a trend line was fit.
Extrapolating from Eq. 2, it was found that images taken at a height above two meters would result in the node being
too small to detect (4 pixels with our camera).

From this equation, we were able to place a radius value into the
Hough circle detector, using a small safety buffer on both sides of
the expected radius to account for various noises and variations
in the image. This constraint, along with scanning through the
images, allows the Hough Transform to find the circles. The ob-
ject polarity indicates whether the circular objects are brighter or
darker than the background. For the Hough transform to be the

most effective, two different techniques were implemented by

changing the object polarity. The two cases that were tested were

circular objects that were brighter than the background and circular

Fig. 14. Hough transforms detecting light on dark
and dark on light circles.

objects that are darker than the background, as seen in Fig. 14.

There are multiple other features that can be used in the imfindcircles function. For example, the computation method
may be changed. The computation method is the technique used to compute the accumulator array for the computa-
tional constants. For example, Atherton and Kerbyson’s phase coding method is an option [4], along with using a two
stage circular Hough transform.

The sensitivity factor for the imfindcircles function allows the amounts of viable circles to be defined. Circular
arcs begin to be found as the sensitivity of the Hough Transform is increased. This is helpful in cases where the
node is obscured or due to blurring from drone movement, causing the circle not to be seen clearly. If the user
wanted to have only exact circles, the sensitivity could be lowered.

The edge threshold parameter for the function allows further
tweaking and modification to be performed to optimize the results.
The edge gradient threshold determines edge pixels of the circles
in the images as shown in Fig 15. By changing this parameter the

amount of weak and strong circles are defined. A higher parameter

allows more circles to be found which lead to many false positives,

Fig. 15. Hough transforms detecting light on dark and
dark on light circles on a node.
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as the value is lower the amount of circles found decreases but are more typically actual circles. By changing this
parameter, the different lighting conditions can be accounted for.

The outputs of the imfindcircles function are the centers and radii. The virtual center of the node is given by x
and y coordinates for where the Hough circle center is located in the image. The radii output gives an estimate
radius for the associated circle. The process implemented runs images through the imfindcircles function twice,
once with a dark polarity and then with the bright polarity. The radius is also passed with a buffer so that only
correctly sized circles are found. The radius is determined using equation 2 by the height identified in the UAV
flight control program. By applying a safety buffer to the expected radius the function gathers the centers loca-
tions from both functions. This gives the center locations of the viable circles. Although this process works to
find some cases, another process needs to be completed to filter out excess noise and false positives. This extra

constraint was applying a strict color filter that matched to the color of the image.

A

Fig. 16. A sensor node passed through the color filter, A is the original image, B is the output of the color filter.

The idea behind color filter was to take the image and break it into the three color bands: red, green, and blue.
From here, the color filter takes each pixel and checks to see if it is between a minimum and a maximum for each
band. If the pixel is within that range for all the bands, it outputs a value of 1. If it is not within those ranges, it
then outputs a zero. Lighting changes may affect the values needed for the upper and lower color bands but this
was not found to be a significant source of error while testing and can be adjusted with accordance to light inten-
sity. The values from the success cases are then placed into a new image to be processed. An example of color
filter can be seen in Figure 16. The next step is to pad the new image with zeros in preparation to search the im-
age for the max concentration of values.

We run a square box with same dimensions as the largest circle diameter detected via the Hough transform func-

tion through the padded image. The values in each box are summed and compared against the last largest value.
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If the value is larger than the previous max, then it becomes the new value to check against and it logs that coor-
dinate as the max. The square box continues until the entire image has been scanned and the global max con-
centration for the image is found. The center of the circle will be found from the box because the global max will
be found when the box is all the way around the colored portion of the node.

After we find the center of the circle we use color detection, the center can be
compared to the centers found from the imfindcircles. An image is created that is
based on the center locations of both color and the centers information from the

original image and the radius extending from the center location. A small safety

buffer is added to account for the whole circle to be shown. A sample of this

Fig. 17. Virtual node generation.

image created around the center of the node can be seen in Fig. 17. The blue ring shows the circle found by the
algorithm and the red dot represents the center of the the virtual node. Caution is taken not to create an image
that is out of the original image frame by checking the locations that the image will be made from and if it is try-
ing to create an image that will accesses data that is out of bounds it sets that location to be the edge of the origi-
nal image edge. This allows the images to be generated without problems, while allowing us to see if the results

are successful.

6 EVALUATION

The node detection algorithm was tested under several different environments, including obscured, different
altitudes, different lighting, cluttered, and by itself. All of these different situations require minute tweaking in
the parameters of the function to give optimal results. Most of these different situations could be accounted for
with additional sensors that would assists the drone in optimal parameter selection while transitioning into the
different environments. In total we gathered 16,000 images of the nodes. Of these, fifteen were processed from
the height images, twenty from the occlusion, nine from angle, and five from illumination experiments. In addi-
tion to these images, 93 were used to evaluate algorithm robustness.

The drone was flown at different altitudes to get the trend line for the radius of the node as a function of height.
Once the trend line was established, these images were processed by the node detection algorithm. The algo-

rithm was very accurate at detecting the node in these images.
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Lux Detection | Color Hugh Hugh
Next, different lighting variations were tested. The 5 | No No No No
78 | Yes Yes Yes Yes
Table 1 shows the results of the experiments. The
120 | Yes Yes Yes Yes
blue area shows the results from when only specular 133 | Yes Yes No Yes
178 | Yes Yes Yes Yes
light used, and the red area where specular and am- 263 | Yes Vg No Vg

Table 1. Hough Transform detection at different Lux level (Lumi-

bient light are used.
nous flux per unit area)

As seen in Table 1, the Hough Transform starts to break down at higher lux. This collapse is probably due to the

image becoming over exposed, making it hard to distinguish what is darker than the background. This hardship

is due to the Hough Transform is expecting the circles to be

darker than their background. The experiment where ambi-

ent light was also applied was able to achieve higher lux be-
fore the Hough Transform was no longer able to detect. This
is due to ambient light illuminating the node from different

Color Detector image tugh image Hnght Hugh image

angles, allowing the image to be more evenly exposed.
The goal for the obscured images was to be able to detect the

no de with 10% occlusion. With the right configuration, we

-
were able to surpass this goal. This allowed the node to be Fig. 18. Original image, color filter, Hough and Bright Hough.

found in much worse cases, sometimes even up to 50% occlusion. The pictures tested included both occlusion by
plant-like-materials along with man-made materials, giving both a soft and hard edge between the node and
what was occluding it. A hard and soft edge sample can be seen in Fig 18.

The last goal was to find how much a node may be tilted before the circle finding portion of the algorithm would
fail to detect it reliably. As seen in Fig. 19 and 20, the algorithm could still detect the node up to 40 degrees of tilt.
Interestingly, one of the circle
detectors as shown in Fig. 19
failed to find the node, but
found a hand instead. This
shows the importance of the

arc as a robust feature. In this

case, the hand had an arch

Fig. 19. 35 degree tiled node, color filter, Fig. 20. 40 degree tiled node, color filter,
Hough, Bright Hough. Hough, Bright Hough.
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closer to what the algorithm was expecting. The node’s arch was too large when looking for an arch that is
brighter than the background.

Overall, the algorithm was able to achieve the three main objectives. All three methods were not always able to
detect the node, but very often, at least two of the three detect it. Of the 93 images we processed, we had a suc-
cess rate of 90.32%. A success was defined as two of the three methods detecting the node. The color detection
portion of the algorithm was able to find the node in 91 of the 93 test cases. In the two cases were the color detec-

tion failed, the other two methods were still able to detect the node.

7 FUTURE WORK

Bag of features can be implemented to help find the node. This could
be implemented on its own, or, in addition to the current system. Bag
of features could help find partially occluded nodes better along with
being trained to find nodes that are tipped further more reliably.

Flying outdoors was tested a bit. The few images that were taken out-

side had little clutter, consisting mostly of ground rocks, wood chips, Fig. 21. Node detected in outdoor environment.
and a few bushes. More testing needs to be done to make sure the algorithm is robust enough to find the nodes in
more cluttered, outdoor environments. Additionally, the lighting outdoors can not be easily simulated indoors, such
as at dawn or dusk when the light is coming from the sides.

Currently, our code requires exactly one node in the image. This is problematic for when the GPS does not get the
drone close enough to the node or if two nodes drift into the same frame. Multiple nodes can be solved by running the
image through the process, finding the node, segmenting it out of the image, and processing the image again. Seg-
menting out the first node would effectively leave one node in the image. Currently, the algorithm will find the center
of whatever appears to look the most like a node. If there are no nodes in the image the drone will get mixed results of
where the center of the node is. At this point, the drone can ascend to increase its field of view , to guarantee the exist-
ence of the node in the image.

Another future modification could be to replace RGB(Red Green Blue) with HSV (Hue Saturation Value) filtering. This
will provide more accurate results for variant lighting conditions. HSV is quite effective for a single color, but if the
node is drastically faded with time then this method may begins to fail. [11]

A way to help simplify our detection methods would be to remove textures from the image. The textures of the areas
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where the node is located are known, therefore, with that knowledge, the textures could be removed. Unfortunately,
texture would be difficult as it changes with scaling of the image. Using Gabor filters the textures can be grouped to-

gether to allow the node with smooth edges extracted from the image.[12].

8 CONCLUSION

Through this project, we learned that good computer vision algorithms take advantage of several fundamental con-
cepts. One of the main concepts we leveraged was utilizing key features about the node. In our case, we knew that the
node was round and was a shade of red. This allowed us to filter out things that did not have enough redness, and
then inspect what remained for circles. Additionally, we knew the altitude of the drone, which allowed us to precisely
predict the radius of the target node in the image.

We also looked for robust features. The arcs produced by the node while it was slightly tilted were close enough to
circles that they could still be picked up by Hough Transform. Finally, we learned that implementing multiple search
techniques, and then comparing the results can lead to a more accurate conclusion. This means that if a couple of
methods find the node, but one fails, it can still be considered a success as two of the three were able to detect it.

The limitations found through our experiments showed with more light, detection with higher node occlusion is pos-
sible. After the node became over 50% occluded, we were unable to reliably detect it. This is because there was not
enough of the node exposed to provide an arch larger enough for the Hough Transform or enough color for the color
detector to find. Additionally, if the light became too bright, greater than 125 lux with no ambient light, we lose the
ability to detect the node reliably. This is because the image would start to be overexposed making it hard to detect

color or circles. The area in which we are able to reliably find the node can be defined as the area below the curve in

Fig. 22. .
Detection
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Fig. 22. The area below the curve is the area of
optimal node detection (using our current camera).
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